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Application of Information Technology �

A Software Tool for Removing Patient Identifying Information
from Clinical Documents

F. JEFF FRIEDLIN, DO, CLEMENT J. MCDONALD, MD

A b s t r a c t We created a software tool that accurately removes all patient identifying information from
various kinds of clinical data documents, including laboratory and narrative reports. We created the Medical De-
identification System (MeDS), a software tool that de-identifies clinical documents, and performed 2 evaluations.
Our first evaluation used 2,400 Health Level Seven (HL7) messages from 10 different HL7 message producers.
After modifying the software based on the results of this first evaluation, we performed a second evaluation using
7,190 pathology report HL7 messages. We compared the results of MeDS de-identification process to a gold
standard of human review to find identifying strings. For both evaluations, we calculated the number of
successful scrubs, missed identifiers, and over-scrubs committed by MeDS and evaluated the readability and
interpretability of the scrubbed messages. We categorized all missed identifiers into 3 groups: (1) complete
HIPAA-specified identifiers, (2) HIPAA-specified identifier fragments, (3) non-HIPAA–specified identifiers (such as
provider names and addresses). In the results of the first-pass evaluation, MeDS scrubbed 11,273 (99.06%) of the
11,380 HIPAA-specified identifiers and 38,095 (98.26%) of the 38,768 non-HIPAA–specified identifiers. In our
second evaluation (status postmodification to the software), MeDS scrubbed 79,993 (99.47%) of the 80,418 HIPAA-
specified identifiers and 12,689 (96.93%) of the 13,091 non-HIPAA–specified identifiers. Approximately 95% of
scrubbed messages were both readable and interpretable. We conclude that MeDS successfully de-identified a
wide range of medical documents from numerous sources and creates scrubbed reports that retain their
interpretability, thereby maintaining their usefulness for research.
� J Am Med Inform Assoc. 2008;15:601–610. DOI 10.1197/jamia.M2702.
Introduction
Since the practice of medicine began over 25 centuries ago,
physicians have had a duty to protect a patient’s privacy.
The Hippocratic Oath states: “I will respect the privacy of
my patients, for their problems are not disclosed to me that
the world may know.”1 Relatively recent technological in-
novations such as the World Wide Web, electronic medical
record (EMR) systems, and increased connectivity between
disparate medical institutions, although improving medi-
cine by facilitating the sharing of patient data, have in-
creased the challenge of protecting patient privacy.2,3 In
1996, Congress passed the Health Insurance Portability and
Accountability Act (HIPAA),4 calling for standards to pro-
tect individuals’ health information. According to HIPAA
regulations, protected health information (PHI) is individu-
ally identifiable health information transmitted by electronic
media, maintained in electronic media, or transmitted or
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maintained in any other form or medium. The Department
of Health and Human Services in turn issued the Privacy
Rule, which established national standards to protect such
information.5

Privacy Rule regulations apply to protected health informa-
tion. According to the HIPAA Privacy Rule, when patient
records are de-identified by removing all HIPAA-specified
patient identifiers (Figure 1), the de-identified data set is no
longer considered protected health information. The HIPAA
states that before de-identified data are released, they must
be verified as de-identified using either statistical methods
or by manual review. The HIPAA allows entities to release
data that have been de-identified without obtaining an
authorization and without further restrictions on use or
disclosure. As EMRs become more common and widespread
and patient data become increasingly accessible to research-
ers, the need for automated de-identification of medical data
will become more acute.

Clinical data can be de-identified by removing all of the 19
HIPAA specified identifiers from a clinical document
(Figure 1). Several systems have recently been described
that remove patient identifiers from pathology reports6 –9

and from databases.10 –12 Results of these systems varied
between 0.82 to 0.98 sensitivity and 0.75 to 0.99 specificity.
These systems used various methods such as natural
language processing,12 complex rule sets,10 and special-
ized dictionaries or name lists6,9 to perform de-identifica-
tion. Four systems were specially designed for and tested

on pathology reports exclusively.6 –9 Only one study7
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mentioned that its system was tested in de-identifying
other types of clinical documents, but did not report the
system’s accuracy.

Both De-Id13 and Deidentify14 are commercial automated
de-identification systems that process medical texts. The
De-Id is a standalone tool that uses rule sets, heuristics, and
supplemental dictionaries to remove PHI from medical
documents. It replaces patient identifiers with specific tags
in the form of offsets and proxies in an attempt to preserve
the usability of data. Deidentify is a software component
that can be used to create Java and .NET programs that
remove PHI from medical documents. It can also be config-
ured to remove specific elements of protected health infor-
mation as well as extended using regular expressions.

In 2007, the American Medical Informatics Association
(AMIA) sponsored an automated de-identification challenge
as part of the i2b2 (informatics for Integrating Biology to the
Bedside) project.15 Documents used in the challenge were
discharge summaries with both a training set (669 reports)
and test set (220 reports) distributed. The PHI in these
reports were manually replaced with realistic surrogates.
Seven teams of developers participated and used de-identi-
fication systems ranging from pure rule-based systems and
pure statistical learning systems to hybrid systems using
both methodologies. Results showed that statistical learning

F i g u r e 1. Nineteen patient identifiers that require re-
moval for de-identification per HIPAA regulations.
systems using rule templates as features performed best,
followed by hybrid systems of rules and machine learning.
The best-performing system applied 2 named-entity recog-
nizers complemented with regular expressions to the de-
identification task.16 The second-best-performing system
also applied an interative named-entity recognizer aug-
mented by decision trees with local features and dictionar-
ies.17 The set of documents used in this challenge was small
compared with other de-identification studies.

We developed the Medical De-identification System (MeDS), a
computer software tool for de-identifying Health Level
Seven (HL7) messages and narrative text documents. Here
we describe MeDS and report on the results of 2 separate
evaluations performed to measure its success de-identifying
a wide variety of reports from multiple sources.

Materials and Methods
The HL7 version 2.5 message standard18,19 is the most
common method of transmitting patient information, in-
cluding administrative data, laboratory reports, and free text
clinical reports. It is a highly structured messaging system
that clearly defines what information is required in each
message and where that information is placed. We used HL7
observation messages (specifically unsolicited transmission
of an observation [ORU]19 messages) as the primary input
into our scrubber system for this study. After obtaining
approval from the Institutional Review Board of the Indiana
University Medical center, we randomly selected samples of
HL7 messages transmitted to the Regenstrief Medical
Record System (RMRS),20 which is the database for the
Indiana Network for Patient Care (INPC).21 The INPC is a
local health information infrastructure that includes infor-
mation from 5 major hospital systems (15 separate hospitals)
and more than 100 clinics and day surgery facilities distrib-
uted throughout Indianapolis and the surrounding counties.
Together they generate 165,878 inpatient admissions, 450,000
emergency room (ER) visits, and 2.7 million outpatient visits
per year.21

For our initial evaluation of our software, we randomly
collected 2,400 HL7 messages, 200 consecutive messages
from each of the 10 sources in Table 1. All were produced in
2005. Narrative sources A and B listed in Table 1 are HL7
messages containing various narrative reports. Table 2
shows the distribution of the types of reports in the 2
sources. To more intensely analyze admission notes because
they are highly variable and the most open-ended, we
separately extracted an additional 200 consecutive messages
containing only admission notes from 1 HL7 message pro-
ducer. We also randomly collected a consecutive series of
200 HL7 messages sent to the RMRS regardless of source.

Based on the results of our software’s performance in
scrubbing this initial test set, we modified the software to
improve accuracy. After performing these modifications, we
conducted a second evaluation in which we collected an
additional 7,193 HL7 pathology messages randomly chosen
from all messages produced during the month of September
2006. We used pathology messages exclusively for this
second evaluation because they contained the richest variety
and frequency of HIPAA-specified identifiers.

All messages collected were of the ORU type, meaning that
each message conveyed some type of patient result. All of

the laboratory message producers listed in Table 1 are
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INPC-associated inpatient and outpatient laboratories, ex-
cept for Producer A, which is a reference laboratory located
outside of the INPC. The narrative report samples included
a variety of inpatient and outpatient narrative reports, such
as admission notes, discharge summaries, consultations,
operative reports, clinic notes, and endoscopy reports.

De-identification Software
MeDS takes clinical documents in a plain text file as input
and produces a text file containing the same clinical docu-
ment in a de-identified (or scrubbed) form. The MeDS is
especially tuned to process text messages in the HL7 format,
but can easily be modified to accept other institution-specific
formats. For this study, we used HL7 messages as the input.
All HIPAA-specified identifiers listed in Figure 1 are re-
moved from the message, with the exception of biometric
identifiers and full-face photographs, which are not con-
tained in these text-only messages. In addition to HIPAA-
specified identifiers, MeDS also scrubs health care provider
names (including nurses, physicians, and laboratory person-
nel), other identifiers of health care personnel (office tele-
phone and fax numbers, office addresses, etc.), and health
care institution names (including medical office corporate
names, hospital or hospital system names, etc.). We
scrubbed such identifiers to safeguard the privacy of the
health care parties involved. MeDS is also stricter than what
HIPAA requires by scrubbing all references to ages and
times. MeDS is written in the JAVA programming language
and scrubs reports through a series of 4 scrubbing processes
diagramed in Figure 2. We initially developed MeDS by
testing its scrubbing performance on a small test set of 750
HL7 messages, completely independent of our study set.

Table 2 y Distribution of Report Types Contained in
Narrative Sources A and B

Report Type Number

Narrative source A
History and physical 56
Discharge summary 54
Consult 26
Operative report 26
Endoscopy report 16
Cardiac catheterization report 8
Other 14

Narrative source B
Return clinic visit note 82
Operative report 54
Discharge summary 31
New patient evaluation 25

Table 1 y Sources of Collected HL7 Messages for the F
Laboratory A Reference lab
Laboratory B Laboratory su
Laboratory C Laboratory su
Laboratory D Laboratory su
Laboratory E Laboratory su
Laboratory F Quest laborat
Laboratory G Laboratory su
Pathology CoPath patho
Narrative A Transcription
Narrative B Transcription
Other 8
MeDS takes advantage of knowledge of well-labeled patient
identifiers present in report headers and in lead segments of
an HL7 message such as the Patient Identification (PID)
segment, Patient Visit (PV1) segment, Next of Kin (NK1)
segment, etc. It uses the information from these segments to
find the same identifiers in the unlabeled body of narrative
reports or comment sections of a laboratory report. MeDS
saves this labeled information as discrete data elements (i.e.,
a patient’s first, middle, and last names are saved separately)
for later use in the scrubbing of the payload sections
(defined below). The PID segment, for example, may carry
the patient’s name, address, social security number, alias
names, telephone number, etc. The NK1 segment can con-
tain family member names. In HL7 ORU messages, the
payload is in 2 kinds of segments: the Observation (OBX)
segment and the Notes and Comments (NTE) segment.18

The OBX segment reports either discrete observations or
narrative report sections, and the NTE segment typically
contains comments related to the OBX segments. Both
segments represent the payload, the clinically useful infor-
mation in the message.

To remove numeric identifiers (such as medical record
numbers, social security numbers, telephone numbers)
MeDS uses a series of 11 regular expressions (available on
request from J.F.). For example, one regular expression
removes any string (any group of characters with no white
space) with over 4 consecutive digits. This may cause some
over-scrubbing of laboratory values 10,000 or greater, but
we are willing to accept the loss of some clinical information
to ensure accurate scrubbing of identifiers. Another regular
expression detects the 3-digit, 2-digit, 4-digit pattern of a
social security number. MeDS similarly removes dates using
a series of 10 regular expressions. We discovered we needed
this number of regular expressions to account for all varia-
tions in which a date could be written (Figure 3). MeDS uses
10 other regular expressions to remove all place names,
address patterns, references to location, etc. For example,
one regular expression searches for a digit-text-street pattern
(i.e., 127 Main Street) to remove likely addresses. Another
regular expression detects state names or abbreviations, and
yet another detects other location-digit patterns such as
Suite 222, Building 4, or Room 137. We use 2 regular
expressions to detect time patterns (7:13 am), and one is
used to detect references to age (92-year-old). An additional
7 regular expressions are used to detect other identifier
patterns such as e-mail addresses (text@text), provider
names (“send copy to name”, “report dictated by name”) etc.

The MeDS uses different methods to detect and scrub proper

valuation
located outside the Indiana Network for Patient Care
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to that described by Thomas et al.6 The MeDS uses 2-word
lists during this process: (1) a list of proper names, and (2) a
list of clinical and common usage words (CCUW). We
compiled the proper names list from 3 sources: (1) all proper
names from an open-source spell-checking dictionary (Is-
pell),22 (2) all health care provider first and last names in the
RMRS, and (3) all names from the 2005 Social Security Death
Index. We included first and last names as separate proper
names, and all duplicate names were removed. We com-
piled the CCUW word list from 2 sources: (1) the Unified
Medical Language System (UMLS) word index of words
with a Source Restriction Level of 0 or 1, and (2) the word list
from the Ispell dictionary (excluding proper names, which
are capitalized). We performed additional modifications of
the lists described by Thomas et al.6 The proper name list
and the CCUW list were compared, and all words common
to both lists were extracted and placed into a common word
list totaling 5,801 words. One of the investigators (J.F.)
manually reviewed this common word list. We compared
this common word list with the Medical Subject Headings
(MESH) vocabulary. If a word in the common word list was
not present in MESH, we deemed the word less likely to
appear in a medical document in a medical context, and it
was returned to the proper name list. For example, the word
angel appeared in both the proper name list and the CCUW
list. Because angel is not a MESH term, we determined that

F i g u r e 3. Examples of alternative date display formats

F i g u r e 2. Processing schema of the de-identification soft
found in sample messages.
this word was not likely to appear in a medical document
except in the context of a proper name, so it was returned to
the proper name list. We returned 3,539 such words to the
proper name list. Conversely, if a word from this common
word list was found in MESH, it was returned to the CCUW
list. We returned 2,262 such words to the CCUW list. After
editing, the proper name list contained 284,323 unique
names and the CCUW list contained 303,057 words. We
additionally supplemented the proper name list with the top
16,000 (ranked by population) city names from the 2000 U.S.
census data. In addition to using these lists, MeDS also
searches for predictive markers that likely represent proper
names. These include proper name prefixes such as Mr.,
Mrs., and Dr., and proper name suffixes such as MD, Jr., and
PhD. For example, when a common word such as white is
found, MeDS examines the words surrounding it. If “Mr.”
precedes it, or “MD” follows it, the word ‘white’ is scrubbed.
The algorithm for how our software uses the name lists and
predictive markers is derived from Thomas et al.6 and is
shown in Figure 4.

We added a supplementary procedure to the scrubbing
process of proper names described by Thomas et al.6 We
included a part-of-speech processor to assist with disambig-
uation of proper names. We used a modified version of the
part-of-speech tagger in MetaMap,23 a system of software
tools for text processing produced by the National Library of
Medicine (NLM). For example, the proper name list contains
names that, although not commonly used words, could still
appear in a medical document in a non–proper name format.
Ideally, MeDS would accurately determine when a term
such as colon is being used as a proper name and when it is
being used in a medical context. We observed that when a
word is a proper name in a report, it is usually not preceded
by an adjective, determiner, or pronoun. For example, for
the phrases “I examined the pat,” “she described a green
discharge,” and “she may have cancer,” all of the italicized
words are in the proper name list but are not proper names
in their respective contexts. In all of the phrases, the words
in question are preceded by pronouns or determiners, which
make them unlikely to be proper names in this sentence. To
minimize the risk of missing true proper names, the part-of-
speech processor is called only when no other evidence of a
proper name exists; i.e., no surrounding known proper
names and no prefixes/suffixes likely to be associated with
proper names are present. The MeDS uses an additional
process to detect and scrub specific message-related identi-

fying data, such as patient names and addresses. Using
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identifiers extracted earlier from the lead section of the HL7
message, MeDS scrubs matching patient identifiers found in
the payload section of the message. We use the direct
knowledge of names and addresses that are known to be the
patients’ (or that of some closely related third party) in this
scrubbing process. The MeDS also uses this information to
detect typographical errors and name variants in a message.
Misspelling of words and names can cause havoc with
de-identification systems7–9 and natural language process-
ing systems.24,25 Therefore, we added another process that
uses a text string nearness algorithm. The algorithm is a
modified version of the one reported by Friedman et al.26

Every word in the payload section of a clinical document is
processed by this algorithm for nearness to the patient’s
known first, middle, and last names. The algorithm com-
pares the target word with the patient’s name using a
combination of the longest common string and the common
ordering of letters, and outputs a nearness score between 0
and 1. The higher the score, the greater the similarity
between the 2 words, with a score of 1.0 being a perfect
match. Based on the threshold we use currently in a related
patient linker system, we consider a score of 0.70 or greater
as a match and warrants scrubbing. Thus, the software can
accurately detect the name “Smith” when it is misspelled
“Smithe,” “Smit,” or “Ssmith.” It can also detect “Johnny”
when the patient’s known name is “John.” If a patient’s
name is similar to a common word, such as “Brandon” and
“random.” then over-scrubbing errors likely will occur. We
accept a degree of over-scrubbing to minimize the risk of
under-scrubbing a misspelled patient name.

Evaluation
We evaluated the performance of MeDS by comparing the
results to human review (by one of the physician authors) of
the scrubbing performance. He built this gold standard in 2
phases. He hand-reviewed a mixed set of 200 messages (50%
laboratory messages, 50% narrative reports) before they
were scrubbed. For the remaining sample of 2,200 messages,
he reviewed them after they were scrubbed. We did this to

F i g u r e 4. Algorithm used by
the name scrubbing process.
assess whether the results of the evaluation process differed
depending on when the review occurred (before scrubbing
vs. after scrubbing). For the second study of 7,193 pathology
messages, the review of the accuracy was done by the same
physician after the software scrubbing. In all messages, the
reviewer recorded whether the identifier was patient related
(HIPAA specified) or provider related (non-HIPAA speci-
fied). To facilitate this review, the software showed the text
from the original message that it removed (in brackets) to
de-identify the HL7 message.

We counted MeDS’s failure to remove full patient identifi-
ers, including any of the 19 identifiers listed in Figure 1,
fragments of patient identifiers (e.g., middle name initials, a
partial address), and identifiers for providers, which are not
forbidden by HIPAA. We also looked for other nonpatient
identifiers, including health care personnel names, institu-
tion names, provider phone numbers, etc.

For each message, we calculated 3 totals: (1) the number of
identifiers that MeDS identified for removal, (2) the number
of instances that MeDS failed to remove identifiers (under-
scrubbing), and (3) the number of instances when a word (or
words) were removed that were not identifiers (over-scrub-
bing).

Results
Results of the First Phase
For our first phase, we collected a sample of 2,400 total HL7
messages, including 1,400 laboratory messages; 800 narra-
tive radiology, pathology, and hospital dictation messages;
and 200 mixed-source messages. The sample contained
approximately 446,000 words in the payload sections (OBXs
and NTEs) of the message. Because of the structure of some
HL7 messages, the same identifiers may be repeated many
times within 1 message. For example, a laboratory message
with 12 OBX segments could contain the same laboratory-
specific specimen number, date, time, etc., in each segment.
This tends to inflate the measure of scrubbing success for
those kinds of identifiers that occur repeatedly. To reduce

this effect, we counted only the first unique identifier per
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message in our numerators and denominators. Based on
physician review, we observed 50,148 total unique identifi-
ers in the first sample of 2,400 HL7 messages (average of 21
per report, range 0 to 35), and 97% of message payloads
contained at least 1 identifier.

We calculated the number of HIPAA-specified identifiers
and non–HIPAA-specified identifiers for each message
source (Table 3). The 2,400 HL7 messages contained 11,380
unique HIPAA-specified identifiers and 38,768 unique
non–HIPAA-specified identifiers. The MeDS scrubbed
11,273 (99.06%) of the HIPAA-specified identifiers, and
scrubbed 38,095 (98.26%) of the non–HIPAA-specified (Ta-
ble 4). The MeDS missed no complete HIPAA identifiers;
however, it did miss fragments of these identifiers. For
example, in several reports MeDS missed fragments such as
the street number of a patient’s address, or parts of a city
name (i.e., it missed the ‘New’ in ‘New Town’ but scrubbed
the rest of the address). Also, MeDS occasionally missed the
middle initial but scrubbed the first and last names of the
patient. Importantly, we observed no instances in which
MeDS missed a patient’s first or last name. In several
reports, fragments of a date (i.e., “03/20/05” was converted
to “/20/05”) were missed. We calculated the fragment
proportions missed per report by dividing the total number
of fragments by the number of reports. The MeDS missed an
average of 0.05 fragments per message. There were 0.12
fragments missed per report in the 600 messages containing

Table 4 y Under-scrubbing Errors Committed by
Software for Each Message Type in First Evaluation

Under-scrubbing Errors Total Missed

HIPAA-specified Identifiers
Laboratory (n � 1,400) 1,403 0 (0.0%)
Narrative reports (n � 600) 6,588 73 (1.1%)
Pathology reports (n � 200) 2,211 34 (1.5%)
Mixed message (n � 200) 1,178 0 (0.0%)

Non–HIPAA-specified Identifiers
Laboratory (n � 1,400) 26,463 80 (0.3%)
Narrative reports (n � 600) 7,465 531 (7.1%)
Pathology reports (n � 200) 341 7 (2.1%)
Mixed message (n � 200) 4,499 55 (1.2%)

Table 3 y Number of HIPAA-specified and Non–HIPA
Message Source

(200 Reports Each) Total Words
HIPAA-Specified

Identifiers

Laboratory A 35,957 0
Laboratory B 9,814 323
Laboratory C 15,356 236
Laboratory D 14,639 196
Laboratory E 32,052 233
Laboratory F 37,978 227
Laboratory G 11,230 188
Pathology 56,076 2,211
Transcription A 69,108 1,935
Transcription B 70,840 3,140
Admission notes 73,421 1,513
Mixed source 19,458 1,178
Total 445,929 11,380

HIPAA � Health Insurance Portability and Accountability Act.
HIPAA � Health Insurance Portability and Accountability Act.
narrative reports, and 0.17 fragments missed per report in
the 200 pathology report messages.

Regarding non-HIPAA identifiers, there were 18.90 unique
identifiers per laboratory report, 12.44 per narrative report,
and 1.71 per pathology report. Including both full identifiers
and identifier fragments, MeDS missed 0.06 (.32%) identifi-
ers per laboratory report, 0.89 (7.15%) identifiers per narra-
tive report, and 0.04 (2.34%) per pathology report. All
missed non-HIPAA identifiers were provider names or
addresses, the majority caused by report formatting irregu-
larities and spelling or typographical errors (we did not
apply our name nearness algorithm to provider names or
addresses).

The number and frequency of unique HIPAA-specified
identifiers present in the reports varied depending on mes-
sage type. Laboratory messages contained only 2 kinds of
HIPAA-specified identifiers: dates (98%, 18.52 per report)
and specimen numbers (2%, 0.38 per report). Narrative and
pathology report messages contained 5 kinds of HIPAA-
specified identifiers: dates (66%, 5.49 per report), patient
names (31%, 2.58 per report), patient-related numbers (med-
ical record, social security, specimen) (2%, 0.18 per report),
patient addresses (0.4%, 0.03 per report), and patient ages
(0.2%, 0.01 per report).

The timing of reviewer marking of the messages did not
affect the results. The set of 200 HL7 mixed-source messages
(marked before scrubbing) included laboratory messages
(50%), narrative reports (35%), and other (15%). There were
1,178 (5.89 per report) HIPAA-specified identifiers and 4,499
(22.49 per report) non-HIPAA identifiers in this mixed
sample. Our software’s scrubbing performance was essen-
tially equal to that in the sample marked after scrubbing.
The software missed none of the 1,178 HIPAA-specified
identifiers present in this mixed sample and missed 55
(1.22%, 0.28 per report) of the 4,499 non-HIPAA identifiers.
The timing of reviewer marking of the messages did not
affect the results.

To determine to what extent MeDS performance relies on
data obtained from the header section of a message (mainly
patient and provider names), we separately calculated the
number of scrubbings performed by the patient-specific

ecified Identifiers Present Per Message Source
on–HIPAA-Specified

Identifiers
HIPAA Identifiers

Per Word
Total

Identifiers

3,020 0.000 3,020
1,609 0.033 1,932
3,218 0.015 3,454
2,591 0.013 2,787
7,214 0.007 7,447
7,718 0.006 7,945
1,093 0.017 1,281

341 0.039 2,552
1,396 0.028 3,331
3,892 0.044 7,032
2,177 0.021 3,690
4,499 0.061 5,677

38,768 0.026 50,148
A-sp
N

scrubber. This process performed a total of 90 scrubbings
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(0.04 per message) in our set of 2,400 messages. All of these
occurred in the narrative reports (pathology 7, transcription
A 38, transcription B 13, admission notes 32); none occurred
in the 1,400 laboratory messages. We found that 5,123
identifiers were either patient or provider names in these
sources. Of these identifiers, �2% were scrubbed by this
process.

We analyzed all 296 instances in which our software’s name
nearness scrubber replaced a word (indicating possible
misspelling of a patient’s name). Of 296 replacements, 15
(5%) were true patient name misspellings that would have
been retained if not for this scrubber. Of these 15 misspell-
ings, 8 were typographical errors such as no space between
the previous word and the patient name, and 7 involved
missing letters or letter transpositions. In 281 (95%) of the
296 nearness replacements, the match was not a patient
name and was therefore an over-scrubbing error.

We found that 4,012 (8.00% of total) scrubbings were not
true patient identifiers (over-scrubbed).The number of over-
scrubbing errors ranged from 0 to 5 per message, with an
average of 1.7 over-scrubs per message. Over-scrubbing was
caused by medical terms that were mistakenly retained in
the proper name list (i.e., breast) and when a laboratory test
value contained more than 4 consecutive digits (i.e., platelet
count of 68,000).

Results of Post-modification Phase
For our evaluation of the software status after modification,
we randomly collected a test set of 7,193 pathology messages
produced by 1 HL7 message producer during the month of
September 2006. We took this large sample from pathology
reports because pathologists often dictate names and hospi-
tal numbers of patients contained on the specimen labels
and so present more patient identifiers to find. We counted
the numerators and denominators the same as we did for the
first sample. The payload sections in this sample of 7,193
messages contained approximately 1,900,000 words. As in
the initial evaluation, we counted only the first unique
identifier in each message, and separated HIPAA-specified
patient and nonpatient identifiers. We observed 93,509
unique identifiers, an average of 17 per report (range 5 to
29), of which 80,418 were HIPAA-specified patient identifi-
ers and 13,091 were nonpatient identifiers (Table 5). MeDS
scrubbed 79,993 (99.47%) of the patient identifiers, and

Table 5 y Details of Pathology Messages Used in the S
Total Reports Total Words HIPAA-Specified Iden

7,193 1,979,102 80,418

HIPAA � Health Insurance Portability and Accountability Act.

Table 6 y Under-scrubbing Errors Committed by
the Software for Pathology Messages in the
Second Evaluation

Under-scrubbing Errors Total Missed

HIPAA-specified Identifiers
Pathology reports (n � 7,193) 80,418 425 (0.5%)

Non–HIPAA-specified Identifiers
Pathology reports (n � 7,193) 13,091 402 (3.1%)
HIPAA � Health Insurance Portability and Accountability Act.
scrubbed 12,689 (96.93%) of the nonpatient identifiers
(Table 6).

As in our initial evaluation, no full patient identifiers were
missed. MeDS did miss 425 patient identifier fragments (2.13
per report). Of the 425 missed patient identifier fragments,
264 (62.12%, 1.32 per report) were single middle initials of
patient’s names, 121 (28.47%, 0.61 per report) were portions
of date (day number or month number), and 40 (9.41%, 0.20
per report) were street numbers in addresses. None of these
retained fragments are truly patient identifiers.

Discussion
MeDS effectively de-identified a wide variety of HL7 mes-
sages from multiple sources and is comparable to our gold
standard. In our first evaluation, our software scrubbed
49,368 (98.45%) of all 50,148 unique identifiers (patient and
nonpatient). It scrubbed 99.06% of all unique HIPAA-spec-
ified patient identifiers in this sample. In our second test on
pathology reports exclusively, MeDS scrubbed 92,682
(99.12%) of all 93,509 unique identifiers, and 79,993 (99.47%)
of the 80,418 HIPAA-specified patient identifiers. These
results are better than the performance of most other re-
ported systems. Thomas et al.6 reported removing 7,151
(92.75%) of 7,710 names, with a system designed to scrub
only proper names from pathology reports. Beckwith et al.9

reported removing 3,439 (98.23%) of 3,499 unique identifiers
from pathology reports. Gupta et al.7 reported their software
“performed extremely well” but did not quantify the results.
Regarding over-scrubbing, in our first evaluation our soft-
ware committed 4,012 over-scrubs, roughly 7% of the total
number of found identifiers (54,160), a much smaller percent
than reported by others. Beckwith et al.9 reported 4,671
over-scrubs, roughly equal to the total number of found
identifiers (4,515). Neither Thomas et al.6 nor Gupta et al.7

reported their over-scrubbing rates. Our study is unique in
that we evaluated our software’s performance in scrubbing
multiple types of documents, not just a single type of report.
In the recent i2b2 de-identification challenge, Uzuner et al.15

evaluated 7 different systems and report sensitivities rang-
ing from 0.80 to 0.96 and specificities ranging from 0.83 to
0.97. The performance of our system is similar to the best
systems in this challenge, although several differences in
study design prevent direct comparison. In our study, we
processed nearly 9,000 reports of varying types. The i2b2 test

Evaluation
Non–HIPAA-Specified Identifiers Total Identifiers

13,091 93,509

Table 7 y Examples of Over-scrubbing Errors
Committed by the Name Nearness Scrubber
Patient Name Word Scrubbed

Brandon random
Angel range
Fred red
Reed red
Lora flora
econd
tifiers
Ross gross
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set consisted of 220 discharge summaries. We did not
introduce ambiguities in our test set. We processed real-
world HL7 messages direct from our health information
exchange. In the i2b2 challenge, ambiguities were intention-
ally introduced into the test set by replacing patient and
provider names with medical terms. Finally, in our study
MeDS had access to and used patient information in the
header section of documents. The systems in the i2b2 study
were not provided with equivalent information.

Overall, we found more non-HIPAA identifiers than
HIPAA-specified identifiers, especially in laboratory re-
ports. Approximately 70% of the non-HIPAA identifiers are
provider names; the rest are laboratory/hospital names,
addresses, and phone numbers. We describe these as non-
HIPAA because provider information is not listed among
the 19 variables (Figure 1) that HIPAA specifies as needing
removal and is not strictly a patient identifier. However,
most de-identification trials have removed provider infor-
mation because it does provide information that could
contribute to re-identification of the patient.

We performed several modifications to MeDS after our
initial testing and achieved a modest improvement in
HIPAA-specified identifier scrubbing performance. We
added missing elements to several of the regular expressions
(such as adding “suite” and “room #” to our regular
expression that detects addresses), and we created several
more regular expressions to detect more variations of date
and accession number patterns. However, we found that the
most significant modification needed to prevent missed
identifiers was to adjust the order of processing by the
regular expressions. Our initial evaluation showed that most
missed patient identifier fragments were explained by a
previous regular expression removing identifiers that
caused subsequent regular expressions to be less effective.
The following example illustrates this clearly. There is a
regular expression that detects and scrubs any number over
4 digits. There is also a regular expression that detects a
street address by looking for a pattern of “any number �
any words � street identifier (i.e., street, road, boulevard,
etc.).” If the number regular expression precedes the street
address regular expression, errors can occur (i.e., “12345
Main Street” is converted to “xxx Main Street” prior to
processing by the street address regular expression; there-
fore the “any number � any words � street identifier”
pattern no longer exists). To prevent such errors, we discov-
ered that, in general, during processing regular expressions
that detect more specific patterns should precede those that
detect more general patterns. Despite these errors, we
deemed it very unlikely that a patient’s identity could have
been determined by any of these retained patient identifier
fragments.

One of the strengths of our software is that it does not rely
on a single method or process to remove identifiers. For
example, a patient name in a report could be detected and
scrubbed by the regular expression processor (i.e., the pat-
tern “patient name: firstname lastname”), a direct match in the
proper name list table, a match to the header information
extracted earlier from the message, and finally by the word
nearness similarity algorithm in the case of misspelled
names. Perhaps any of the above processes alone would

detect the patient name and the need to have multiple
processes to remove a single kind of identifier may seem
unnecessary. However, we found that this redundancy in
the scrubbing processes lessens the likelihood of an identi-
fier escaping detection.

Using data present in the header section of a message had a
small effect on the overall accuracy of the scrubbing. Only a
very small percentage of scrubbings depended on this
technique. However, although this process is rarely needed
for most reports, there could be instances when this process
is invaluable, such as when a patient name is also a common
word or a medical term. In such cases, the name is more
likely to be missed by the pattern matching and name
matching processes.

The ultimate goal of de-identification software is to scrub
true patient identifiers while minimizing over-scrubbing. A
medical report completely scrubbed of not only all patient
identifiers but all important medical data as well is of no use
to researchers. We considered that because we scrubbed
information in excess of what HIPAA specifies and that our
software committed 4,012 over-scrubbing errors, perhaps
our scrubbed messages would no longer hold any research
value. Therefore, we analyzed a sample of 300 scrubbed
messages to determine readability and interpretability based
on the following criteria. A laboratory message was inter-
pretable if the type of test and the result was retained. A
pathology report was interpretable if the type of report,
specimen, and conclusion could be determined. A narrative
report was interpretable if the majority of significant clinical
data was retained, and the type of report and conclusion (if
applicable) could be determined. An example of a scrubbed
HL7 message is shown in Figure 5. Approximately 95% of
scrubbed messages were both readable and interpretable.

The MeDS’s name nearness scrubber committed many false-
positive errors. Examples of these are shown in Table 7.
Although clearly this process is not highly specific for
detecting misspelled patient names, the importance of re-
moving misspelled patient names in a report makes such a
process valuable.

We acknowledge a limitation of de-identifying reports by
removing HIPAA-specified patient identifiers. Despite re-
moving the majority of the HIPAA-specified patient identi-
fiers, data could occasionally remain that could potentially
result in re-identification. Some documents, such as admis-
sion notes, typically contain detailed patient historical infor-
mation. If a history is very unique, the identity of the patient
could be compromised, especially when coupled with other
data. The identities of “a former president of the United
States with Alzheimer’s disease” and “an HIV-positive, 6’9
inch black male, former professional basketball player” are
probably readily apparent, despite the absence of any
HIPAA identifiers. We did not find such occurrences in our
dataset. This phenomenon illustrates the fact that although
frequently the absence of patient identifiers is an adequate
measure of de-identification, occasionally it is not. Eliminat-
ing from the dataset patient records of well-known individ-
uals could help protect against such occurrences. In future
versions of the software, we plan to add algorithms to scrub
such contextual inferences.

There are several limitations to our study. The developer of

the software also acted as the gold standard and evaluator of
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the scrubbing process. Ideally, several trained experts not
part of the development team would perform the evaluation
of the scrubbing process, allowing for interrator reliability
measurements of agreement. All collected reports were part
of the INPC network, which is limited to the central Indiana
area. Processing reports originating from a different net-
work in a different geographic area may affect scrubbing
accuracy and may require software modification to achieve
similar results.

Although these initial results are promising, we see several
ways to improve our software. The addition of a geographic
name database would lessen the possibility that portions of a
patients address are missed, and has been used successfully in
other de-identification systems.9 We anticipate extending the
name nearness scrubber to include other patient identifiers
such as patient addresses, and provider names. Further mod-
ification to the name nearness scrubber is needed to lessen the
likelihood of the software interpreting valid words as spelling
errors of patient names. However, sophisticated natural lan-
guage processing techniques would likely be needed for accu-
rate determination of true spelling errors.

Conclusion
Our software successfully de-identified a wide range of
medical documents from numerous sources and creates
scrubbed reports that retain their interpretability, thereby
maintaining their usefulness for clinical research. Occasional
portions of HIPAA-specified patient identifiers missed by
our software did not result in high risk of re-identification.
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